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Abstract 

The information on World Wide Web is growing at an exponential rate; therefore search engines 

are required to index the downloaded web documents. Indexing in search engines is an active 

area of current researches. The main aim of search engine is to provide best relevant documents 

to the users in minimum possible time. The major issue for performances of Web search engine 

is to provide efficient and fast access to the index. Indexing is performed on the web pages after 

they have been collected into the web page repository by the crawling agent community. Web 

search engines use inverted file index that consists of an array of the posting lists where each 

posting list is associated with a term and contains the term as well as the identifiers of the 

documents containing the term. Since the document collected by crawling agent stored in web 

page repository and indexer agent extract the document from page repository. Where the matcher 

agent that will take all the document extracted by the indexer agent for checking the document 

similarity between them and store the same similarity document in min cluster. In this paper, we 

presents Agglomerativehierarchical clustering algorithm which aims at partitioning the set of 

documents into ordered cluster so that the document with in the same cluster are similar and are 

being assigned the closer document identifiers.  

Keywords: web search engine, posting list, agent, Agglomerativehierarchical clustering, document 

identifiers. 
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1. INTRODUCTION 

World Wide Web (WWW or Web) is a huge repository of information consisting of hyperlinked 

documents spread over the Internet. The indexing phase [1] of search engine can be viewed as a 

Web content mining process. The crawling agent collect the document from the Web and then 

temporarily store in to web page repository. The indexer agent extracts the list of documents, 

which contain a given term. It also keeps account of number of all the occurrences of each term 

within every document. This retrieved information is maintained in an index, which is usually 

represented using an inverted file (IF). The index consists of posting lists where each posting list 

is associated with a term and contains the term as well as the documents identifiers containing 

the term. Since the document identifiers are stored in sorted order, they can be stored as the 

difference between the successive documents so as to reduce the size of the index. So if the 

similar documents [1] are assigned the closer document identifiers, then in the posting lists, the 

average value of the difference between the successive documents will be minimized and hence 

storage space would be saved. For example, consider the posting list ((computer engineering; 5) 

1, 4, 14, 20, 27) indicating that the term computer engineering, appears in five documents having 

the document identifiers 1, 4,14,20,27 respectively. The above posting list can be written as 

((computer engineering; 5) 1, 3, 10, 6, 7) where the items of the list represent the difference 

between the successive document identifiers. The figure 1 shows the example entries in the index 

file.  

 

 

Figure 1: Example show entries in the index file 

 

Clustering is a technique aimed at dividing a collection of data into disjoint groups of 

homogenous elements. Document clustering [10] has been widely investigated as a technique to 

improve effectiveness and efficiency in information retrieval. Clustering algorithms attempt to 

group the documents together based on their similarities. Thus documents related to a certain 

Term 

 

No. of Docs in 

which term 

appear 

Doc Ids of Docs in 

which term appear 

Computer 

engineering 

30 1, 4, 14, 20, 27,… 

News 40 12, 17, 19, 21, 40,.. 

Job 25 3, 9, 15, 24, 41,…. 
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term will hopefully be placed in a single cluster. So if the documents are clustered, comparisons 

of the documents against the user‟s query are only needed with certain clusters and not with the 

whole collection of documents. The fast information retrieval will be further achieved by 

Agglomerativehierarchical clustering (shown in figure 2). In which the similar clusters (min 

cluster) are merged together to form higher levels of clustering (sub cluster). In this paper, the 

proposed heuristic exploits a text clustering algorithm that reorder the collection of documents 

on the basis of document similarity. The reordering is then used to assign close document 

identifiers to similar documents thus reducing differences between the document identifiers and 

enhancing the compressibility of the IF index representing the collection.  

In this paper, the proposed clustering algorithm aims at partitioning the set of documents into k 

ordered clusters on the basis of similarity measure so that the documents on the web are assigned 

the identifiers in such a way that the similar documents are being assigned the closer document 

identifiers. Further the extension of this clustering algorithm has been presented to be applied for 

hierarchical clustering [11] in which similar min clusters are grouped to form a sub cluster and 

similar sub clusters are then combined to form main cluster. Thus the different levels of 

clustering have been defined which aids in better indexing. As a result of clustering, the size of 

the index gets compressed and moreover, it also optimizes the search process by directing the 

search to a specific path from higher levels of clustering to the lower levels i.e. from main 

clusters to sub clusters, then to min clusters and finally to the individual documents so that the 

user gets the best possible matching results in minimum possible time. 

 

2. SEARCH ENGINE ARCHITECTURE USING AGENT 

Information retrieval tools, like search engines [14], download web pages, texts, images and 

other multimedia from Web. Search engine is a coordinated set of programs that is able to read 

every searchable page on the web, create an index of the information it finds, compare that 

information to a user‟s search request (i.e. query), finally return the result back to the user. 

Search engine acts as a bridge between web users and web pages. It is a searchable database 

which collects the information from web pages on the Internet, indexes the information and then 

stores the result in a huge database where from it can be searched quickly. A general search 

engine in (Figure 2) comprises the following components: 
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 Crawling Agent Community: It can be described as a group of crawling agents named 

bots (also known as spiders or robots) that are dedicated to download Hypertext Mark-up 

Language (HTML) pages from the Web. 

 Indexer Agent: Once a number of pages have been filtered, this agent groups the XML 

pages before indexing them. The Indexer agent ends up with an index structure suitable 

for retrieving purposes. 

 Web Page Repository: The information retrieved by the crawling agent is stored in a 

database called page repository. The indexer indexes the various documents contained in 

repository. The documents are identified by doc ID, length and URL. 

 Filtering Agent: Each time a bot downloads an HTML page, a filter agent takes and 

extracts its contents. The agent filters the resulting text and generates an Extendable 

Mark-up Language (XML) page whose structure is suitable for being indexed. 

 Interface agent: This module handles the user interface: it takes the user query and 

displays the pages that the Information Retrieval System returns when answering the 

users‟ queries. 

 

 

Figure 2: General architecture of search engine using agent. 
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3. RELATED WORK 

Fabrizio Silvestri, Raffaele Perego and Salvatore Orlando [1] proposed the reordering algorithm 

which partitions the set of documents into „k‟ ordered clusters on the basis of similarity measure. 

According to this algorithm, the biggest document is selected as centroid of the first cluster and 

„n/k‟ most similar documents are assigned to this cluster. Then the biggest document is selected 

and the same process repeats. The process keeps on repeating until all the k clusters are formed 

and each cluster gets completed with „n/k‟ documents. This algorithm is not effective in 

clustering the most similar documents. The biggest document may not have similarity with any 

of the documents but still it is taken as the representative of the cluster. 

In the threshold based clustering algorithm [3], the number of clusters is unknown. However, 

two documents are classified to the same cluster if the similarity between them is below a 

specified threshold. This threshold is defined by the user before the algorithm starts. It is easy to 

see that if the threshold is small; all the elements will get assigned to different clusters. If the 

threshold is large, the elements may get assigned to just one cluster. Thus the algorithm is 

sensitive to specification of threshold. 

Jain [4] provides an elaborate survey of various clustering techniques. The study presents an 

overview of pattern clustering methods from statistical pattern recognition perspective, with a 

goal of providing useful advices and references to fundamental concepts accessible to the broad 

community of clustering practitioners. It explicates the taxonomy of clustering techniques, and 

identifies cross-cutting themes and recent advances. Some important applications of clustering 

algorithms have been applied in various fields such as image segmentation, object recognition, 

and information retrieval. 

Willett [5] presents a detailed study of applying hierarchical clustering algorithms in the 

document clustering. Agglomerative Hierarchical Clustering algorithms have mostly been used. 

These algorithms are applied to large document collections. For example, single-link methods 

typically take O( ) time while complete-link methods typically take O( ) time. 

Cutting et al. [8] adopted various partition-based clustering algorithms for clustering document 

such as Buckshot and Fractionation. Fractionation is an approximation to Agglomerative 

Hierarchical Clustering, where the search for the two closest clusters is not performed locally 

and in a bound region instead of searching globally as in the case of document clustering. 
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C. Zhou, W. Ding and Na Yang [9], in their paper introduce a double indexing mechanism for 

search engines based on campus Net. The CNSE consists of crawl machine, Chinese automatic 

segmentation, index and search machine. The proposed mechanism has document index as well 

as word index. The document index is based on, where the documents do the clustering, and 

ordered by the position in each document. During the retrieval, the search engine first gets the 

document id of the word in the word index, and then goes to the position of corresponding word 

in the document index. Because in the document index, the word in the same document is 

adjacent, the search engine directly compares the largest word matching assembly with the 

sentence that users submit. The mechanism proposed, seems to be time consuming as the index 

exists at two levels. 

 

4. PROPOSED WORK 

In our work, we first parse the documents for document indexing. After that similarity matrix is 

created and then k means algorithm is applied for creating the clusters. Clusters will be created at 

first level .For creating clusters at second level same procedure is applied again and then finally 

Agglomerative hierarchical clustering is done for indexing.  

 

Figure 3: work flow implementation show in this paper 

Let D = [ , , . . . , ] be a collection of N textual documents to which consecutive integer 

doc ids d = 1, 2, 3,. . . ,N are initially assigned. Moreover, let T be the number of distinct terms ; 

i = 1, . . . ,T present in the documents, and t is the average length of terms. The total size CSize 

(D) of an IF index for D can be written as: 

CSize (D) =  (T · ) +  

where  (T · ) is the number of bytes needed to code the lexicon, while d gaps ( ) is 

the d_gap representation of the posting list associated to term , and Encodem is a function that 
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returns the number of bytes required to code a list of d gaps according to a given encoding 

method m. 

The compression of index is achieved by applying clustering to the web pages so that the similar 

web pages are in the same cluster and hence assigned closer identifiers. A clustering algorithm 

has been proposed, which converts the individual documents into k ordered clusters, and hence 

documents are reassigned new document identifiers so that the documents in the same cluster get 

the consecutive document identifiers. The clustering of the documents is done on the basis of 

similarity between the documents, which is first of all calculated using some similarity measure. 

The proposed architecture for the clustering based indexing system is given in figure 4. 
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Figure 3: Architecture of Agglomerative Hierarchical Clustering based indexing in Search 

Engines. 

 

Algorithm for checking the document similarity: Let D=[ , , . . . , ] be the collection of 

N textual documents being crawled to which consecutive integers document identifiers 1…N are 

assigned. Each document   can be represented by a corresponding set  such that  is a set of 

all the terms contained in . Let us denote that set by D* such that D*= [ , , . . . , ]. The 

similarity of any two documents  and  can be computed using the check_similarity (  

function given below:   

 

INPUT – The set D*= [ , , . . . , ], where  is a set of all the terms of document .  

–The „k‟ number of clusters to create.  

OUTPUT – ‘k‟ ordered clusters representing a reordering of D  

The algorithm that calculates the similarity of each document with every other document using 

the check_similarity algorithm given below. 

 

Algorithm doc_similarity ( , , . . . , ) 

for (i = 1 to n) 

{ 

doc_similar[i][i]=0;      // initialize the document similarity matrix. 

for (j=i+1 to n) 

{ 

doc_similar[i][j]=check_similarity( , ); 

doc_similar[j][i]= doc_similar[i][j]; 

 } 

} 

Algorithm check_simiilarity ( , ) 

{ 

 Counter=0; 

// where  and  are the i
th

 and j
th

   document. 

Parse ( ); 
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Store keywords of document  in ; 

            While ( ! = NULL)  

             { 

Token= -> keyword; 

File *fp=fopen (  , “+R”) 

While (fp! = eof) 

{ 

found = string_matcher (token, fp); 

if (found != 1)                                                            

{                                                                                                   

   = ->next;                                                

   }                                                    

else 

{ 

counter=counter + 1; 

=  -> next; 

} 

} 

Rewind (fp);      

}  

} 

Algorithm for string matching[15]: 

String_matcher(token , fp) 

{  

n=length[token]; 

m=length[fp]; 

for s=0 to n-m 

{ 

If fp[1……..m]= token[s+1…….s+m] then 

return 1; 

else 
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return 0; 

} 

} 

Algorithm for document clustering: The Agglomerative hierarchical clustering algorithm 

which groups together the similar documents in cluster is given below: 

Algorithm docum_clustering ( ) 

{  

i=1;  

CE=0;                                // initially we take variable „CE=0‟ which denote cluster is 

empty. 

for (c=1 to k)                     // k number of clusters.  

{  

 For (f=1 to n/k)       //  (n/k) no. of document cluster contain. 

  {  

For (j=1 to n)  

{  

Select max from sim[i][j];  

CE=CE U ; 

D*=D*- ; 

for (i= 1 to n)  

   {  

sim[i][1]=0;  

sim[1][i]=0  

} 

 

i=j  

   } 

} 

 } 

} 



             IJMIE           Volume 2, Issue 12             ISSN: 2249-0558 
__________________________________________________________        

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 
Indexed & Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A. 

International Journal of Management, IT and Engineering 
http://www.ijmra.us 

 149 

December 
2012 

The algorithm starts with the first cluster which is empty initially. The first document from the 

document collection is considered and put the first document in the first cluster. Now, using the 

similarity matrix, the most similar document to it is considered. All the entries of the row and 

column associated with the first document are made zero as this document cannot be added to 

any other cluster. The most similar document picked is put in the same cluster means we 

compare the content of first document with document (2, 3, 4………N). Now the second 

document that was considered takes the role of the first document and the most similar document 

to it is considered and this procedure repeats for n/k times when the first cluster gets full. Thus at 

the end, we get k clusters each with n/k number of similar documents. 

Algorithm for cluster similarity: The algorithm that computes the similarity matrix for the 

similar clusters is given below. In this algorithm, D= [ , ,……….. ], where  is a set of 

terms in the cluster . 

Algorithm cluster_similarity ( )  

{ 

for (i = 1 to k)  

 { 

similarity[i][i] = 0;  

for (j = i+1 to k)  

{ 

similarity[i][j] = check_similarity ( );  

similarity[j][i] = similarity[i][j]; 

  } 

 } 

} 

Algorithm for sub clustering: The Agglomerative hierarchical clustering algorithm that goal at 

forming the sub cluster out of the similar min clusters is given below: 

 

Algorithm subcluster( ) 

{ 

i=1 

for (f=1 to m)  
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{  

SC = 0;                              // initially sub cluster (SC) is empty.                       

for (e = 1 to k/m)             // where k no. of min cluster & m is the no of mega cluster.  

{ 

for (j = 1 to k) 

{  

select max from sim [i][j]  

SC = SC U ;  

D= D- ;  

for (i=1 to k)  

  { 

sim [1][i] = 0  

sim [i][1] = 0  

  } 

i=j  

  }  

 } 

}   

In this paper, initially the first sub cluster is considered empty. The first min cluster from the 

collection is considered and put it in to the first sub cluster. Now, using the similarity matrix, the 

most similar min cluster to it is considered. All the entries of the row and column associated with 

the first min cluster are made zero as this min cluster cannot be added to any other sub cluster. 

The most similar min cluster picked is put in the same sub cluster. Now the second min cluster 

that was considered takes the role of the first min cluster and the most similar min cluster to it is 

considered and this procedure repeats for k/m times when the first sub cluster gets full. Now the 

second sub cluster is considered and the same procedure repeats until all the sub clusters get full. 

Thus at the end, we get m sub clusters each with k/m number of clusters such that the min 

clusters within the same sub cluster are similar. 
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5. CONCLUSION 

In this paper, an efficient algorithm for computing a reordering of a collection of web documents 

has been presented that effectively enhances the compressibility of the IF index built over the 

reordered collection. Further, the proposed Agglomerative hierarchical clustering algorithm goal 

at optimizing the search process by forming different levels of hierarchy. The proposed 

algorithm is superior to the other algorithms as a summarizing and browsing tool.  

The algorithm produces better ordering of index size compression, reduction in search time and 

fast retrieval of relevant documents. 
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